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m Neural Fair Collaborative Filtering (NFCF)

* Fairness in artificial intelligence and machine learning * We envision an ML-based fair career counseling tool
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Validation of NFCF Model Design

« 4 . . Facebook Dataset
Gender Distributions for Facebook Data
Ablation study HR@10 T NDCG@10 T €mean | Uups L
B Male-Data © Female-Data B Male-NFCF * Female-NFCF Similar results on NECE 0-551 .326 0.50z  0.024
. Movielens Data w/0 pre-train 0.339 0.127 0.613 0.038
100%o w/o de-biasing embeddings  0.556 0.328 0314  0.024
gz 80% w/o fairness penalty 0.557 0.327 0.363  0.026
= 60% replace NCF w/ MF 0.297 0.112 0.880 0.071
S 40%
o .
L 200 . Ablation Study |
0% - Male A large degradation of the performance of NFCF
0 0.03{ HEM Female
Bl De-bias Male ° l
\@Q% (| = Debloshale If a component is removed/replaced
.dh' . . = .
& & - > 0.01 A
NS
< .&Eﬁ E
c 000 Facebook
NFCE o t : 00 * Non-sensitive: Facebook Pages
increased the percentage o 0.02- . . .
p 379% 1 p48cy 5 002 e Sensitive: Academic Majors
women from 27% to 48% 0.03- Movielens
_O'OEO.OG —OI.O4 —0|.02 060 0.62 O.IO4 0.06 * NOn'SenS|t|Ve MOVIeS
Visualization of Embedding De-biasing * Sensitive: Occupations

Performance for Mitigating Gender Bias in Career Recommendations
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Check out our WWW'Zl paperfc?r more experimental NFCF achieved better performance and fairness compared to
results and details of NFCF algorithm! an array of state-of-the-art baseline models




